Thresholding 2D Images with Cell-like P Systems
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Abstract. Thresholding is the process of splitting a digital image into sets of pixels in order to make it easier to analyze. Pixels are ordered according to a scale of one of their features as brightness or color and the final image is obtained by comparing the measure of the feature with some thresholds. In this paper we present a family of cell-like P systems which solve the thresholding problem in linear time on the number of pixels.

1. Introduction

In Computer Vision [10], segmentation is the process of splitting a digital image into sets of pixels in order to make it simpler and easier to analyze. One of its main uses is the localization of objects and boundaries. Technically, the process consists on assigning a label to each pixel, in such way that pixels with the same label form a meaningful region. Among the applications of segmentation in Digital Imagery we can find the face recognition [14] or location of objects in satellite images (roads, forests, etc.) [2], but probably its main application area is medical imaging [1]. Segmentation has shown its utility in bordering tumors and other pathologies, computer-guided surgery or the study of anatomical structure, but also in techniques which are not thought to produce images but it produces positional information as electroencephalography (EEG), or electrocardiography (EKG). There exist different
techniques to segment an image, such as clustering methods [4], histogram-based methods [12], Watershed transformation methods [11] or graph partitioning methods [13].

Thresholding is a method of image segmentation. Its basic aim is to obtain a binary image from a grayscale one. The idea is to split the set of pixels into two sets (black and white) depending on its brightness and a fixed value, the threshold. If the brightness of the pixel is greater than the threshold, then the pixel is labeled as object. Otherwise, it is labeled as background. After labeling, a new binary image is created by coloring each pixel white or black, depending on the label.

The basic thresholding method can be generalized in a natural way. Instead of getting a binary image by labeling the original set of pixels by \{0, 1\}, we can consider a larger set of labels, \{1, \ldots, k\} so we obtain a final image with k levels in a grayscale. Another natural generalization is to replace the grayscale by another scale on the features of the pixel (brightness, intensity, color, etc.).

In order to solve the thresholding problem we present a solution in the framework of Membrane Computing. Membrane Computing is a theoretical model of computation inspired by the structure and functioning of cells as living organisms able to process and generate information. The computational devices in Membrane Computing are called P systems [6]. Roughly speaking, a P system consists of a membrane structure, in whose compartments one places multisets of objects which evolve according to given rules. In the most investigated model, the rules are applied in a synchronous non-deterministic maximally parallel manner, but some other semantics are being explored.¹

The paper is structured as follows: Next we give a formal description of the thresholding problem and present our solution in the framework of Membrane Computing. In Section 3 we first give a simple example and then we show different solutions obtained by thresholding a 30 × 30 image. Finally, final remarks are given in the last section.

2. Formal Framework

Let us consider a set of n pixels \(A = \{a_1, \ldots, a_n\}\). An image on \(A\) with colors in the finite set \(H\) is a mapping \(I : A \rightarrow H\). As usual, such image can be written as a set of pairs \((a_i, x)\) where \(i \in \{1, \ldots, n\}\) and \(x = I(a_i)\).

The thresholding problem can be settled as follows: Given a set of pixels \(A = \{a_1, \ldots, a_n\}\), a set of input colors \(H_1 = \{h_1, \ldots, h_t\}\), an image \(I_1 : A \rightarrow H_1\), a set of output colors \(H_2 = \{c_1, \ldots, c_k\}\) with \(k \leq t\) and a mapping \(\psi : H_1 \rightarrow H_2\), the thresholding problem consists of obtaining an image \(I_2 : A \rightarrow H_2\) such that for all \(a \in A\), \(I_2(a) = \psi(I_1(a))\).

The intuition is that if two pixels \(a_1\) and \(a_2\) have colors \(h_1\) and \(h_2\) in the initial image and \(\psi(h_1) = \psi(h_2) = c_*\), then \(a_1\) and \(a_2\) will have the same color \(c_*\) in the output image.

Without loss of generality, we will consider an enumeration of \(H_1 = \{h_1, \ldots, h_t\}\),

¹We refer to [7] for basic information in this area, to [9] for a comprehensive presentation and the web site [15] for the up-to-date information.
an enumeration of $H_2 = \{c_1, \ldots, c_k\}$ (such enumerations can be seen as a formalizations of the corresponding scale), a mapping $\psi : H_1 \rightarrow H_2$ and a sequence of natural numbers (called thresholds $b_1, \ldots, b_{k+1}$ with $b_1 = 1 < b_2 < \cdots < b_{k+1} = t+1$ such that $\psi^{-1}(c_1) = \{h_1, \ldots, h_{b_2-1}\}$, $\psi^{-1}(c_2) = \{h_{b_2}, \ldots, h_{b_3-1}\}$, $\ldots$, $\psi^{-1}(c_k) = \{h_{b_k}, \ldots, h_t\}$.

In other words, the set of colors of $H_1$ associated with $c_j \in H_2$ will be a finite sequence of colors where the lower color has the index $b_j$ and the upper one the index $b_{j+1} - 1$.

By using this notation, we will define the length of $c_j$ as $f_j = b_{j+1} - b_j$. We will use these notations in the description of our solution.

For example, let us consider the set of colors $H_1 = \{h_1, \ldots, h_{20}\}$ and $H_2 = \{c_1, \ldots, c_4\}$. Let $\psi$ be the mapping $\psi : H_1 \rightarrow H_2$ such that $\psi^{-1}(c_1) = \{h_1, h_2, h_3\}$, $\psi^{-1}(c_2) = \{h_4, h_5, \ldots, h_{12}\}$, $\psi^{-1}(c_3) = \{h_{13}, \ldots, h_{19}\}$ and $\psi^{-1}(c_4) = \{h_{20}\}$. In this case $b_1 = 1$, $b_2 = 4$, $b_3 = 13$, $b_4 = 20$ and $b_5 = 21$ with the lengths $f_1 = 3$, $f_2 = 9$, $f_3 = 7$, $f_4 = 1$.

In order to design our solution, we will consider a cell-like P system model with two polarizations and dissolution. The semantics is slightly different from that of P systems with active membranes, where polarizations are also used. The first difference is that the right-hand-side of a dissolution rule can be the empty set. This is not a big difference, since it could also be a waste object, but we prefer not to add useless objects. The main difference regards the communication rules (send-in and send-out).

In our model, several objects can cross out one membrane simultaneously if they verify the left-hand-side of the rule. If all the applied rules which send objects across the same membrane keep the polarization of the membrane, then this polarization will remain unchanged. If at least one of the applied rules requires the change of polarization, then the polarization must be changed.

The membrane structure does not change along the computation and it has $n+k+1$ membranes: the skin and $n+k$ elementary membranes, where $n$ is the number of pixels and $k$ is the number of output colors. All the $n$ membranes associated with pixels have the same label $p$ and the membranes associated with output color will have labels $1, \ldots, k$. The skin has label $s$. At the beginning all membranes have polarization 0.

Formally, a P system for solving a image thresholding problem as described above is a tuple

$\Pi = (\Gamma, E, \mu, \mathcal{E}, w_1^p, \ldots, w_n^p, w_1, \ldots, w_k, \mathcal{R})$

where

1. $\Gamma$ is the finite alphabet of objects, $\Gamma = \{a_1, \ldots, a_n, h_1, \ldots, h_t, z_1, \ldots, z_t\}$
2. $E = \{0, +\}$ is the set of electrical charges.
3. $\mu$ is the membrane structure, $\mu = [\cdot]_p^0 \ldots [\cdot]_p^0 [\cdot]_p^0 \ldots [\cdot]_k^0$, where we have $n$ membranes with label $p$.
4. $w_1^p, \ldots, w_n^p$ are strings over $\Gamma$ representing the multisets of objects associated with the membranes of label $p$ at the initial configuration. For each $i \in \{1, \ldots, n\}$, $w_i^p$ has only two objects, $a_i I_1(a_i)$, where $a_i$ is an object which represents a pixel and $I_1(a_i) \in \{h_1, \ldots, h_t\}$ represents the color of the pixel in the image $I_1$. 
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5. $w_1, \ldots, w_k$ are strings over $\Gamma$ representing the multisets of objects associated with the membranes of labels $1, \ldots, k$ at the initial configuration. For each $j \in \{1, \ldots, k\}$, $w_j = z_{b_j}$.

6. $\mathcal{R}$ is a finite set of rules of the following form:

- $[z_{i+1}]^0_0 \rightarrow z_i^0_j$ for $i \in \{2, \ldots, t\}$ and $j \in \{1, \ldots, k\}$
- $[h_{i+1}]^0_0 \rightarrow h_i^0_p$ for $i \in \{2, \ldots, h\}$

The sets of objects $h_i$ and $z_i$ can be seen as counters. These evolution rules decrease the counters in one unit in each step of computation.

- $z_1 \rightarrow [\lambda]^0_j$ for $j \in \{1, \ldots, k\}$
- $a_i \rightarrow [a_i]^+_j$ for $i \in \{1, \ldots, n\}$ and $j \in \{1, \ldots, k\}$

These rules send objects into the corresponding membranes. In the first set, object $z_i$ is transformed into the empty multiset $\lambda$ and the polarization of the membrane changes. In the second set of rules, the object $a_i$ and the polarization remain unchanged.

- $[z_1]^+_j \rightarrow z_{f_j}$ for $j \in \{1, \ldots, k\}$

Object $z_1$ is sent out of the membrane by changing the polarization. The object is transformed into $z_{f_j}$ where $f_j$ is the length associated with the index $j$.

- $[h_1]^0_p \rightarrow \lambda$

When the counter $h_i$ reaches $h_1$ then the membrane is dissolved.

Rules are used as usual in the framework of membrane computing, that is, in a maximally parallel way (a universal clock is considered). In one step, each object in a membrane can only be used for one rule, but any object which can participate in a rule of any form must do it, i.e., in each step we apply a maximal set of rules as described above.

### 2.1. Remarks on the Computation

The key point of the computation is the use of the sets $z_i$ and $h_i$ as counters. The target is a final configuration where an object $a_i$ is placed on a membrane with label $j$ if and only if $I_2(a_i) = c_j$.

Firstly, let us focus on membranes with label $p$. Each of them represents a pixel $a_i$ with initial color $h_i$. Due to the rules $[h_{i+1}] \rightarrow h_i^0_0$ and $[h_1]^0_0 \rightarrow \lambda$, the object $a_i$ appears in the skin exactly in the $i$-th configuration. According to the rules $a_i \rightarrow [a_i]^+_j$, in the next step, the object $a_i$ is sent to a membrane $j$ with positive polarization. It only remains to check that in the $i$-th configuration, there exists only one membrane $j_0$ with positive polarization and such $j_0$ verifies $I_2(a_i) = c_{j_0}$.

Each membrane $j$ starts with an object $z_{b_j}$. By the application of the rules $[z_{i+1}]^0_0$ and $[z_1]^0_j \rightarrow z_{f_j}$, membrane $j$ changes its polarization to positive exactly in the $b_j$-th step. This means that in the $b_j$-th configuration, membrane $j$ is positively charged and we have an object $z_{f_j}$ in the skin.
Due to the rules \( z_i \rightarrow z_i^0 \) and \( z_i^{[\lambda]} \rightarrow [\lambda]^0 \), membrane \( j \) changes again its polarization at the step \( b_j + f_j = b_j + b_{j+1} - b_j = b_{j+1} \). This means that the membrane \( j \) has positive polarizations exactly in the configurations \( \{b_j, \ldots, b_{j+1} - 1\} \). By definition of the thresholds \( \{b_1, \ldots, b_{k+1}\} \), we have that there exists exactly one \( j \in \{1, \ldots, k\} \) such that \( c_j \) has positive polarization in each configuration.

Finally, if \( I_1(a_i) = h_v \) and \( h_v \in \{b_j, \ldots, b_{j+1} - 1\} = \psi^{-1}(c_{j_0}) \) then \( a_i \) is placed in the skin in the \( v \)-th configuration and the unique positively charged membrane in this configuration is \( j \). In the next step, \( a_i \) is sent to membrane \( j_0 \).

2.2. Complexity Aspects

As seen above, membrane \( j \) turns back to polarization 0 at the step \( b_j + 1 \). Since \( j \) belongs to \( \{1, \ldots, k\} \), the last elementary membrane to get polarization 0 is \( k \) in the step \( b_{k+1} = t + 1 \). Since the index of objects \( h_i \) is at most \( n \), then the configuration \( C_{t+1} \) is a halting one and the computation takes exactly \( t + 1 \) steps.

The \( P \) system uses an alphabet of \( n + 2t \) objects, \( tk + nk + t + h + k - 1 \) rules and the membrane structure has \( n + k + 1 \) membranes. In the worst case, we have as many output colors as input ones and as many input colors as pixels, i.e., \( k = t = n \). This means that the number of steps and the alphabet is linear and the number of rules is quadratic in the number of pixels.

3. Examples

In this section we will show several examples of our solution to the thresholding problem. We start with an example with 16 pixels.

Let us consider the image in Fig. 1. The number of pixels in the input image is \( n = 16 \), the number of initial colors is \( t = 8 \), \( H_1 = \{h_1, \ldots, h_8\} \) and the number of final colors is \( k = 2 \), \( H_2 = \{c_1, c_2\} \). We will also consider the mapping \( \psi : H_1 \rightarrow H_2 \) with the threshold 4:

\[
\psi(h_i) = \begin{cases} 
  c_1 & \text{if } i < 4 \\
  c_2 & \text{if } 4 \leq i 
\end{cases}
\]

In the initial configuration (see Fig. 2), there are \( n + k = 16 + 2 \) membranes inside the skin membrane. Each of the sixteen membranes with label \( p \) contains an object.
codifying a pixel $a_i$ and another object codifying the color $h_j$ of this pixel. Moreover, we have other two membranes encoding the output colors. The first one has the label 1 and contains an object $z_1$, representing the first object of the first interval of the two by which the alphabet of colors have been segmented by the thresholds. The second membrane has the label 2 and contains object $z_4$ codifying the minimal value of the second interval of the input colors.

Fig. 2. Configuration $C_0$ and $C_1$ of the example.

Fig. 3. Configurations $C_3$ and $C_4$. 
In the first step, two of the sixteen membranes got dissolved by sending the objects $a_1, a_{11}$ to the skin membrane. In the membrane with label 1, $z_3$ is sent out to the skin membrane where the index 3 represents the length of the first interval $\{h_1, h_2, h_3\}$ and its charge of this membrane has been changed to positive.

In the following step, membranes with objects $a_2$ and $a_{12}$ got dissolved and send the objects $a_2$ and $a_{12}$ to the skin membrane. The objects $a_1$ and $a_{11}$ in the skin membrane are sent into the membrane having label 1 with charge positive. This encodes that pixels $a_2$ and $a_{12}$ will have color $c_1$ in the final image.

The computation goes on and in configuration 3, the counter $z_1$ in the skin arrives to $z_1$. In the next step, this object goes into membrane 1 by changing its configuration. Simultaneously, object $z_1$ goes out from membrane 2 changing its polarization into positive (see Fig. 3).

Finally, the output configuration is obtained after $t + 1 = 8 + 1$ steps. In the last step, objects $a_8$ and $a_{14}$ are sent into the membrane with label 2 and the membrane returns to polarization 0. In the halting configuration we have two segmentations which are given by membrane with label 1 and membrane with label 2. Membrane with label 1 gives the objects codifying pixels having the colors from the first interval and membrane with label 2 gives the objects codifying the pixels with colors from second interval.

3.1. A more complex example

In this section, we show the results obtained by application of our systems with an image of size $30 \times 30$ (see Fig. 4) with input colors $H_1 = \{h_1, \ldots, h_{30}\}$. From the same image and set of output colors we can get different outputs by changing the thresholds and output colors.

Fig. 4. An example with $30 \times 30$ pixels.
In Fig. 5 we show the output image where $H_2 = \{c_1, \ldots, c_6\}$ and $\psi : H_1 \to H_2$ such that $\psi^{-1}(c_i) = \{h_{5(i-1)+1}, \ldots, h_{5i}\}$, for $i = 1, \ldots, 6$.

![Fig. 5. Thresholding of the image in Fig. 4 with intervals of length 5.](image)

In the second output image (Fig. 6) we have taken $H_2 = \{c_1, \ldots, c_3\}$ and $\psi : H_1 \to H_2$ such that $\psi^{-1}(c_i) = \{h_{10(i-1)+1}, \ldots, h_{10i}\}$, for $i = 1, \ldots, 3$.

![Fig. 6. Thresholding of the image in Fig. 4 with intervals of length 10.](image)

4. Final Remarks

Segmentation in Computer Vision in general and the thresholding method in particular are research areas where the advances in new knowledge can be rapidly transferred to real-life improvements. Some of its features these problems is the high degree of parallelization and the possibility of represent the information in a simple way, for
example, as multisets. This fact opens a door to apply in this area a broad set of techniques from Natural Computing.

In this paper we present an algorithm for the thresholding problem in the framework of Membrane Computing and have shown that by using the massive parallelism, the solution can be reached in linear time in the number of pixels of the input. Undoubtedly, the next step is to bring this theoretical result into realistic parallel implementations. Since P systems have not been implemented in vivo nor in vitro yet, the next step is to consider one of the current research lines for implementing P systems with parallel hardware as [3] or [5]. A realistic implementation of Membrane Computing techniques in these architectures will represent a new horizon for many problems in Digital Imagery.
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